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Offline RL

• RL w/o online interaction.

Implicit Q-Learning (IQL)

Online RL.

(on-policy)
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Offline RL
• How?  (Priror works)

• Directly constraint the policies, (Kumar et al. ‘19; Wu et al. ‘19; Levin et al. ‘20...)
• Regularization on Q, ... (Kumar et al. ‘20; Kostrikov et al. ‘21; Fakoor et al. ‘21...)

• 𝑄 𝑠, 𝑎 ← 𝑟 𝑠, 𝑎 + 𝛾 ⋅ 𝔼 !,#,!! ~𝒟, #!~&"#$(⋅|!!)[𝑄(𝑠
+, 𝑎+)]

• 𝜋,-. 𝑎 𝑠 = argmax
&

𝔼#~&(#|!)[𝑄(𝑠, 𝑎)] s. t. 𝐷/0 𝜋‖𝜋1 ≤ 𝜖

• A couple of conflicting aims: 
1. Improve over the behavior policy 𝜋! (that collected the dataset)
2. Not too far from behavior policy 𝜋! ( distribution shift)

• Anyway, Requires unseen actions. à Or does it?
Implicit Q-Learning (IQL)

e.g.)
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e.g.)
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Overview: Implicit Q-Learning (IQL)

• No need to evaluate unseen actions.
• Still improves over the best behavior.
• Aims to (but not directly) learn

• Main ingredients:
• SARSA
• Expectile Regression
• “Lucky sample” problem

Implicit Q-Learning (IQL)

'max’ is taken over the 
Support of data distribu.on.
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SARSA : a starting point

• Unlike simple TD loss, the SARSA-like objective

does not require out-of-sample actions.
• “It uses mean squared error (MSE) that fits 𝑄"(𝑠, 𝑎) to predict the 
mean statistics of the TD targets.”

• Problem: poor performance on more complex tasks
• e.g., multi-step dynamic programming.
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Expectile Regression (1)

• Given a random variable 𝑋.
• 𝜏th expectile (𝜏 ∈ 0,1 ) of 𝑋: the solution 𝑚# of

• 𝜏 : How much we weight the cost for 𝑥 ≥ 𝑚#?
• 𝜏 = 0.5 : vanilla least square.
• Larger 𝜏 Larger 𝑚2.
• Lemma 1.  𝐥𝐢𝐦

𝝉→𝟏6
𝒎𝝉 = (supremum of bdd r.v. 𝑋).

Implicit Q-Learning (IQL)

7𝜏 (𝑢 ≥ 0),
1 − 𝜏 𝑢 < 0 .
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Expectile Regression (2)

• Expectile regression: to obtain expectile of 𝑌|𝑋 = 𝑥.

• 𝜏 = 0.5 : conditional mean statistics
• 𝜏 ≈ 1 : approximates maximum operator 

over in-support values of y. 
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Learning Value Functions with expectile regression

• First trial:

👍 SARSA + Expectile regression
Ø No need for out-of-sample actions
Ø Approximate max(𝑟 + 𝛾𝑄@A) over data distribution.

👎 Problem? : “Lucky samples”
Ø 𝐿(𝜃) incorporates stochasticity from transitions 𝑝(𝑠+|𝑠, 𝑎)
Ø Large 𝑟 + 𝛾𝑄@A may caused by a lucky transition into a good state.

Implicit Q-Learning (IQL)

SARSA Expectile Regression

Hanseul Cho 9



Solution: Separate Value functions

1. 𝑉: approximates expectile only w.r.t. action distrib.

• Still approximates max 𝑸@𝜽 (in-support; if 𝜏 is large)
• ≈ Implicit policy/value improvement 

2. 𝑄: update with MSE loss & 𝑉

• Average out the stochasticity due to transitions
• ≈ Policy/value evaluation
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Full Algorithm : Two-Stage (IQL à AWR)

1. TD Learning with Implicit Q-Learning
1) Update V (expectile approximation/improvement)
2) Update Q (state-action value evaluation)
3) Update target net $𝜃 (Polyak averaging)

2. Policy extraction by AWR 
• Advantage-Weighted Regression

(Peters & Schaal, 2007; Peng et al., 2019)
• Also doesn’t need external actions.
• “learns a policy that maximizes the Q-values subject to a 

distribuPon constraint.”

Implicit Q-Learning (IQL)Hanseul Cho 11



Theoretical results

Suppose IQL converged to 𝑉" → 𝑉#.
Let 𝑄∗ be optimial state-action value under behavior policy constraint.

• Lemma 2.  𝜏C < 𝜏D 𝑉2% 𝑠 ≤ 𝑉2&(𝑠) (∀𝑠)

• Theorem 3.

However, there is a trade-off:
1) Approximation : If 𝜏 < 1 is large, we approximate max 𝑸∗ better.
2) Optimization : If 𝜏 < 1 is large, difficult to optimize.
• Thus,  𝝉 is regarded as a hyperparameter.
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Experiments (1) One-step DP v.s. IQL

Implicit Q-Learning (IQL)

Only SARSA-like objective:
The values decay faster.
(Brandfonbrener et al., 2021;

Wang et al., 2018;
Gulcehre et al., 2021) 

Similar!

State
Value

(𝑉)

(𝜏 = 0.95)
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Experiments (2) IQL v.s. other offline methods

Implicit Q-Learning (IQL)

IQL outperforms
on Ant Maze Tasks

• Ant Maze Task: 
• “contain very few or no near-optimal trajectories, making them very challenging for one-step methods. ”

More or less 
Computa7on-efficient
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Experiments (3) IQL + online fine-tuning

• Offline pre-training ∈ {AWAC, CQL, IQL} → Online fine-tuning (1M steps).
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Discussion

• Can we even more accelerate IQL by reducing the number of stages (e.g., two-
stage à one-stage), although IQL is still fast?
• Is the time complexity of policy extraction (AWR) really faster than IQL stage?
• Can’t we use the idea of both IQL and policy extraction to devise a one-stage algorithm?

• Or any questions?
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